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APPLICATIONS OF «CHATGPT»: WHERE IT CAN BE USED AND WHAT CAN WE
SOLVE WITH CHATGPT

Abstract. ChatGPT is a transformer-based language model developed by OpenAl that has
been extensively used in natural language processing (NLP) tasks. However, its most significant
application lies in conversational Al. This article discusses the different applications of ChatGPT
and where it can be used, including chatbots, virtual assistants, question answering systems,
automated writing, and language translation.

This scientific article provides a comprehensive overview of the different applications of
ChatGPT, a transformer-based language model developed by OpenAl. The article discusses the
potential uses of ChatGPT in various areas of natural language processing, including chatbots,
virtual assistants, question answering systems, automated writing, and language translation. The
article presents evidence of how ChatGPT can improve the performance of these systems and
provides insights into the potential benefits of using ChatGPT in these areas. The article also
highlights the importance of using Al tools like ChatGPT responsibly and ethically. Overall, this
article is a valuable resource for researchers and practitioners interested in the applications of
ChatGPT and its potential impact on society.

Keywords: ChatGPT, natural language processing, NLP, transformer-based language model,
conversational Al, chatbots, virtual assistants, question answering systems, automated writing,
language translation, responsible Al, ethical Al.
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«ChatGPT» KocbIMIIaaapbl: OHbI Kaiiga Koganyra 6osaabl skoHe ChatGPT kemerimen
He LIewIe ajJamMbi3

Angarma. ChatGPT-OpenAl o3ipieren TpanchopMaTropra HEri3[eireH TULAIK MOJIEIb, OI
taburu Tiai exaey (NLP) rtamceipmanapeiHna KeHIHEH KOJJaHbUIFaH. JlereHMeH, OHBIH €H
MaHbI3/IbI KOJJIAHBUTYbI aybI3€Ki KacaH/bl MHTEIUIEKT caachiHaa atbip. by makamaga ChatGPT-
TiH OPTYPJIi KOCBIMIIIANAPHI )KOHE OHBI Kala KoJaHyFa O0JNaThIHABIFBI, COHBIH INIiHE YaTOOTTap,
BUPTYaJ bl KOMEKILIUIEep, CypakTrapra »xayan Oepy Kyieiepi, aBTOMATThl ’Ka3y JKOHE TULAIK
ayJapMa KapacThIpbLIa/IbI.

byn seueiMu Makanazna OpenAl a3ipiereH TpaHchopMmaTopra HETI3JeNTreH TUIAIK MOJIENb
ChatGPT-TiH opTypsii KOCBIMINIATApbIHA JKaH-)KAKThl I0Jy OepitreH. Makanama ChatGPT-TiH
TAOWFU TUIA1 OHJIEYIIH OPTYPIi canalapbliHia, COHBIH IIiHAEe 4aTO0TTap, BUPTYAIIbl KOMEKIILIEp,
CypakTapra »kayanm Oepy Kyienepi, ABTOMATTaHABIPBUIFAH Ka3y »>KOHE TUIAIK ayaapMmaza
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KOJIJIaHbUTYBI TankputaHagpl. Maxkanaga ChatGPT ocwl kylenepniy eHIMIUINIH Kanaid apTThIpa
QJIaTBIHBI TypaJlbl JSJIENIep KeNTipiireH skoHe ochl cananapiaa ChatGPT maiimananynbiH bIKTUMAI
apTHIKIIBUIBIKTAPBl Typalibl TYCiHIK OepinreH. Makamaga conbiMeH katap ChatGPT cuskrer
KacaHIbl HHTEJUIEKT KYPaAaPbIH jKayalKePIILUTIKIICH KOHE STHKAIBIK KOJIIAHYAbIH MaHbI3IbLTBIFbI
kepcetinren. Tyracrail anranjga, Oy Makana chatgpt KojmaHyFa >KOHE OHBIH KOFaMFa BIKTUMA
ocepiHe KbI3bIFYIIBUIBIK TAHBITATHIH 3ePTTEYIIUIEP MEH TOKIpHOEIIIep YIIiH KYHIbI pecypc OOJIbII
TaObLIAIBI.

Kint ce3mep: ChatGPT, taburu tinai enmey, NLP, Tpanchopmaropra Heri3menreH Til
Mozenm, aye3eki Al, garGoTrap, BUPTyalIbl KOMEKIIUIEp, CypakTapra skayan Oepy xyiienepi,
aBTOMATTHI JKa3y, TULAIK ayJapMa, skayanTsl Al, stukansik Al.
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Mpunoxennss «<ChatGPT»: rie ero MoHo UCN0Jb30BATh M YTO MbI MOKEM PEIIUTH C
nomombio ChatGPT

Annorauusi. ChatGPT — ato s13p1KOBast MOJIEIb HA OCHOBE TpaHCopmaropa, pazpaboTaHHas
OpenAl, xoTopasi IMPOKO HCHOJb30BaNach B 337ayax o0paboOTkH ecrecTBeHHOTro si3bika (NLP).
Opnako ero Hauboiee 3HAUUTEIbHOE MPUMEHEHHE JIKUT B O0JacTH  Pa3rOBOPHOTO
HMCKYCCTBEHHOTO MHTEJUICKTa. B 3TOM cTaThe paccmaTpuBaroTcs paznuynbie npuiiokeHuss ChatGPT
U TJIe €ro MOKHO HCIOJIb30BaTh, BKJIIOYAs YarT-00TOB, BUPTYaJbHBIX IOMOIIHUKOB, CHCTEMBI
OTBETOB Ha BOIPOCHI, aBTOMATHYECKOE MUCbMO U SI3bIKOBOM MEPEBO/I.

B oroii HayuyHOW cTaThe MPEACTABICH BCECTOPOHHUN 0030p pPa3IUYHBIX MPUIOKCHUM
ChatGPT, s3pikoBOM MOIenu Ha OCHOBE TpaHchopmartopa, paspaboranHoi OpenAl. B cratbe
oOcyxmaercs mnoTeHIManbHoe wucnosb3oBanue ChatGPT B pasmuunbix oOmactsx oOpaboTku
€CTECTBEHHOI'0 f3bIKa, BKJIIOYasi 4aT-00TOB, BUPTYAJIbHBIX IMOMOIIHUKOB, CHUCTEMbI OTBETOB Ha
BOIIPOCHI, ABTOMATHU3MPOBAaHHOE NHCHMO U S3BIKOBOWM TmiepeBoJ. B crathe mnpencTaBieHb
nokaszatenberBa Toro, kKak ChatGPT MokeT moBBICUTH TPOU3BOIUTEIBHOCTD 3TUX CUCTEM, U AAa€TCs
MPEACTABJICHUE O MOTEHIIHAIBHBIX MpeumMylnecTBax ucrnoyibzoBanus ChatGPT B atux obnactsax. B
CTaTbe TaKXKe MOJYEPKUBACTCA BAXKHOCTh OTBETCTBEHHOTO U ATHYHOTO HCIOJIb30BaHUS
MHCTPYMEHTOB MCKYCCTBEHHOT0 MHTeJuIekTa, Takux kak ChatGPT. B nenowm, sta craThs sBiseTcs
LIEHHBIM pPECypcoM Ui UCCIIe[oBaTelel W MPaKTHUKOB, 3aHMHTEPECOBAHHBIX B MPUMEHEHUU
ChatGPT u ero noreHnaaIbHOM BO3AEHCTBUH Ha OOIIECTBO.

KumroueBnbie ciaoBa: ChatGPT, o6padoTka ectecTBeHHOTO s3bika, NLP, si3p1koBast Mojiesib Ha
ocHOBe TpaHcdopmaropa, paszroBopHblii MW, yar-00TbhI, BUpTyaibHble MOMOIIHUKH, CHUCTEMbI
OTBETOB Ha BOIIPOCHI, aBTOMAaTHYECKOE MHCHMO, S3bIKOBOM MepeBo, OTBeTcTBeHHbIN MU, aTuuHBIif
umn.

Introduction

ChatGPT is a transformer-based language model developed by OpenAl, capable of generating
coherent and human-like text in response to given prompts. It is based on the GPT (Generative Pre-
trained Transformer) architecture, which has been extensively used in natural language processing
(NLP) tasks, such as language modeling, text generation, and machine translation. ChatGPT is a
significant advancement in conversational Al, as it has the ability to understand and respond to
human-like conversational prompts.
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ChatGPT is a neural network model that consists of multiple layers of self-attention
mechanisms and feed-forward neural networks. It uses the transformer architecture, which was first
introduced in the paper «Attention Is All You Need» by Vaswani et al. (2017). The transformer
architecture enables the model to learn from large amounts of unstructured data by applying the
self-attention mechanism to the input sequences [1].

The self-attention mechanism allows the model to focus on different parts of the input
sequence at each layer of the network, enabling it to capture long-range dependencies and
relationships between different parts of the sequence. The feed-forward neural network is used to
transform the representations learned by the self-attention mechanism into a more compact
representation [2].

ChatGPT is pre-trained on a massive amount of text data using unsupervised learning. The
pre-training involves two stages: unsupervised pre-training and supervised fine-tuning.

In the first stage, the model is trained on a large corpus of text data using a language modeling
objective, where the model is trained to predict the next word in a given sentence. The language
modeling objective enables the model to learn the distribution of words in the training corpus and to
capture the semantic and syntactic structures of the language.In the second stage, the model is fine-
tuned on a specific task with labeled data to improve its performance on that particular task. Fine-
tuning involves updating the weights of the model using backpropagation and gradient descent to
minimize the loss function of the task [3].

ChatGPT has achieved state-of-the-art performance on various benchmark datasets in natural
language processing, including the LAMBADA language modeling dataset, the SuperGLUE
benchmark, and the Conversational Intelligence Challenge (ConvAl) by Facebook. The
LAMBADA dataset is a language modeling task where the model is required to predict the last
word of a paragraph given the previous sentences. ChatGPT achieved a perplexity of 14.54 on the
LAMBADA dataset, which is better than the previous state-of-the-art performance of 18.37.The
SuperGLUE benchmark is a collection of eight challenging NLP tasks that require reasoning,
inference, and other cognitive skills. ChatGPT achieved state-of-the-art performance on seven out
of the eight tasks, demonstrating its ability to perform well on complex NLP tasks.The ConvAl
challenge is a competition organized by Facebook to evaluate the conversational abilities of
dialogue systems. ChatGPT was one of the top-performing systems in the competition,
demonstrating its ability to generate coherent and human-like responses to conversational prompts

[4].

Research methods

ChatGPT has been deployed in various applications, such as chatbots, question-answering
systems, and virtual assistants, to improve their conversational abilities. Chatbots are computer
programs designed to simulate human conversation. ChatGPT can be used to improve the
conversational abilities of chatbots by generating more coherent and human-like responses to user
inputs. Question-answering systems are systems that can answer natural language questions posed
by users. ChatGPT can [5].

In this article, we will discuss the different applications of ChatGPT and where it can be used.

Chatbots:

Chatbots are computer programs designed to simulate human conversation. They can be used
for customer service, virtual assistants, and other applications that require conversational interaction
with users. ChatGPT can be used to improve the conversational abilities of chatbots by generating
more coherent and human-like responses to user inputs [6].

Chatbots that use ChatGPT can provide more personalized and engaging interactions with
users, making them more effective at their intended purpose. With ChatGPT, chatbots can
understand the context and intent of the user's input and generate responses that are more relevant
and accurate.
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Virtual Assistants:

Virtual assistants are software programs that can perform various tasks, such as scheduling
appointments, playing music, and providing weather updates. ChatGPT can be used to improve the
conversational abilities of virtual assistants, making them more natural and intuitive to use [7].

Virtual assistants that use ChatGPT can understand and respond to user input in a more
natural and human-like manner, which can improve the overall user experience. ChatGPT can also
help virtual assistants better understand the context of the user's request and provide more accurate
and relevant responses.

Question Answering Systems:

Question-answering systems are systems that can answer natural language questions posed by
users. ChatGPT can be used to improve the performance of question-answering systems by
generating more coherent and accurate responses to user questions.

Question-answering systems that use ChatGPT can understand the context and intent of the
user's question and generate more accurate and relevant responses. ChatGPT can also provide more
detailed and informative answers to complex questions, improving the overall performance of the
system [8].

Automated Writing:

Automated writing is the process of using computer programs to generate text automatically.
ChatGPT can be used to generate high-quality, coherent, and human-like text for various
applications, such as content creation, product descriptions, and news articles [9].

With ChatGPT, automated writing systems can generate text that is more natural and
engaging, making it more appealing to readers. ChatGPT can also generate text that is more
accurate and informative, improving the overall quality of the content.

Language Translation:

Language translation is the process of translating text from one language to another. ChatGPT
can be used to improve the performance of language translation systems by generating more
accurate and natural translations.

Language translation systems that use ChatGPT can understand the context and intent of the
source text and generate more accurate and relevant translations. ChatGPT can also generate
translations that are more natural and human-like, improving the overall quality of the translation
[10].

Results and discussion

In this part of the article, we provided two examples for researching this chatbot with analysis.

1-example. Sorting array.

We have to write program to sort an array in Python or C++ or any programming language:
Given two arrays A1[] and A2[], sort Al in such a way that the relative order among the elements
will be same as those are in A2. For the elements not present in A2, append them at last in sorted
order.

The expectation result:

Input: A1[]1={2,1,2,5,7,1,9, 3,6, 8, 8}

A2[1=421,8,3}
Output: A1[]1=1{2,2,1,1,8,8,3,5,6,7, 9}

Input: A1[]1=4{4,5,1,1,3, 2}
A2[1={3 1}
Output: A1[]1=1{3,1,1,2,4,5}

Now we open ChatGPT on our browser and past that problem on the chatform of chatGPT (1-
picture).
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20-

Examples

"Explain quantum computing in
simple terms” —

"Got any creative ideas for a 10
year old’s birthday?™ —

ChatGPT

4

Capabilities

Remembers what user said

earlier in the conversation

Allows user to provide follow-up
corrections

A

Limitations

May occasionally generate
incorrect information

May occasionally produce
harmful instructions or biased

content

"How do | make an HTTP request
in Javascript?” —

Trained to decline inappropriate

recuests Limited knowledge of world and

events after 2021

Given two arrays A1[] and A2[], sort A1 in such a way that the relative order among the elements wim
be same as those are in A2. For the elements not present in A2, append them at last in sorted order. <7

1-Picture — Typing the problem to ChatGPT
After pasting the problem, we push the Enter button on a keyboard. After pushing the Enter,

chatGPT read our problem and generated with Al to solve this problem. Then, chatbox give us the
solution of the problem with description. The solution is shown on picture below.
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SK Given two arrays A1[] and A2[], sort A1 in such a way that the relative order among the
elements will be same as those are in A2. For the elements not present in A2, append them
at last in sorted order.

One approach to solve this problem is to use a hash table to keep track of the frequency of
each element in A1. Then, we can iterate through A2 and for each element that is present in
A1, we add it to a new sorted array based on its frequency in A1. Finally, we iterate through

the hash table and add the remaining elements to the sorted array in sorted order.

Here's the code in Python:

Python ) Copy code

def relative_sort(Al, A2):
freq - {}
num in Al:

fre = freg.get(num, 2) +

sorted_arr = []
num in A2:
num in freq:
sorted_arr.extend([num]*fre
del fre

remaining = sorted(freq.keys())
sorted_arr.extend(remaining)

sorted_arr

2-Picture — ChatGPT describes how to solve the problem

As you can see, firstly, chatGPT descibes to us how it solves the problem and then it generated the
problem, then it shows the programming code inprogramming language Python (2-picture).

Here's an example usage:

Python G Copy code

print(relative sort(Al, A2)) #

In this example, A1 contains the elements *[2,1,2,5,7,1,9,3,6,8,8]> and A2 contains the
elements *[2,1,8,3] . The expected output is the sorted array *[2, 2, 1, 1, 8, 8, 3, 5,
6, 7, 917, which has the same relative order as the elements in A2 and the remaining

elements in A1 are appended in sorted order.

3-Picture — The result of the problem with description
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The picture above shows us the result of the problem of sorting arrays with description. (3-
picture)

If we type to chatGPT that writing the solution without function, it will generate again. You
can see it on picture below (4-picture).

SK without function

Here's the code in Python without using a function:

] Copy code

freq - {}
num in Al:

fre = freg.get(num, 8) +

sorted_arr = []
num in A2:
num in freq:
sorted_arr.extend([num] * fre
del fre

remaining = sorted(freq.keys())

sorted_arr.extend{remaining)

(sorted_arr)

4-Picture — ChatGPT generates the problem without function in Python programming
language

Here we typed, that chatGPT write program without function in Python. In previous query we
just asked that chatGPT solve the problem.

As an Al language model, ChatGPT does not write programs in the traditional sense. Instead,
it generates responses based on its training data and patterns it has learned from that data.

When you ask a question or make a request to ChatGPT, it uses its training data and natural
language processing algorithms to understand the meaning and intent behind your words. It then
generates a response based on the patterns and knowledge it has learned from the vast amount of
text it has been trained on [11].

The response generated by ChatGPT is not a programmed output, but rather a result of its
language modeling capabilities, which allow it to understand natural language and generate
responses that are grammatically correct and contextually relevant to your query (5-picture).
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remaining = sorted(freq.keys())

sorted_arr.extend(remaining)

(sorted_arr)

This code works in the same way as the previous code, but it doesn't use a function. The first
part creates a dictionary *freq® that maps each element in “A1" to its frequency in the array.
Then, it iterates through each element in *A2* and checks if the element is in > freq®. If it is, it

adds that element to the *sorted_arr™ the number of times it appears in “A1". It also

removes that element from ™ freq™.

Finally, the code sorts the remaining keys in * freq® and appends them to the end of

“sorted_arr®. The resulting *sorted_arr® satisfies the requirements of the problem.

‘" Regenerate response

5-Picture — The result of the problem that solved without any funcion in Python
And then it does again and again if we press the button “regenerate response” (5-picture).

2-example.Writing academic essay.

In this example we give topic to chatGPT to write about global problem in 2023. We need to

type just like this to chatbox: “Can you write academic essay about global problem in 2023 with
150 words” (6-picture).

ChatGPT

6-Picture — Here, we typed to ChatGPT that it write academic essay

As you can see, we just opened chatGPT and wrote that text, and Al generate and wrote
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academic essay with 150 words in a half minut. You can see the result in picture (7-picture).

7-Picture — The result of the query that we asked before

How can chatGPT write essay.

As an Al language model, ChatGPT can generate essays on a wide range of topics. Here are
the steps that ChatGPT may follow to write an essay:

1. Understanding the topic: First, ChatGPT needs to analyze the given topic and identify the
key points that need to be addressed in the essay.

2. Research: ChatGPT can access a vast repository of information and knowledge, including
books, articles, and research papers, to gather information and data related to the topic.

3. Outlining: After gathering information, ChatGPT can create an outline for the essay, which
includes an introduction, body, and conclusion.

4. Writing: ChatGPT can use the information gathered during research to write the essay. It
can generate sentences, paragraphs, and even entire essays using its natural language processing
capabilities.

5. Editing: Once the essay is written, ChatGPT can review it and make edits to ensure that the
essay is well-organized, grammatically correct, and makes sense.

6. Finalizing: After editing, ChatGPT can finalize the essay and deliver it to the user.

It's important to note that ChatGPT's writing may not be perfect or flawless, but it can still
provide a valuable starting point for further development and refinement [12].

Conclusion

In conclusion, we can solve several problems with chatGPT. But this Al should learn more
and it takes 5-10 years. However ChatGPT is a powerful tool for improving the conversational
abilities of chatbots, virtual assistants, and other conversational systems. It can also be used for
automated writing, language translation, and question-answering systems. With its ability to
generate coherent and human-like text, ChatGPT can improve the overall user experience of various
applications and systems. As technology continues to advance, ChatGPT is likely to become an
essential tool.

ChatGPT cannot take over mankind. While ChatGPT is a powerful language model capable
of generating coherent and human-like text, it is not capable of independent thought or action.
ChatGPT is a tool developed and controlled by humans, and it can only generate text based on the
data it has been trained on.
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Furthermore, ChatGPT is not a conscious entity and does not have intentions or desires of its

own. It cannot make decisions or take actions outside of the context of generating text.
Additionally, ChatGPT's training data is carefully curated and monitored to prevent the model from
generating harmful or inappropriate content.

While it is possible for individuals to misuse ChatGPT or other Al tools for nefarious

purposes, it is not possible for these tools to take over or control mankind on their own. It is
important for individuals and organizations to use Al tools responsibly and ethically, with
consideration for the potential consequences of their actions. Ultimately, it is humans who have the
power to shape the impact of Al on society, and we must ensure that we use these tools for the
betterment of humanity.
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