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PHILOLOGICAL STUDIES: COMPUTER ASPECTS OF STYLOMETRY AUTOMATION

Abstract. The article aims at considering stylometry automation of philological studies. The
relevance of this article stems from the need to trace and critically analyze the results of numerous
studies in the interdisciplinary field that have been actively developed in recent years to identify the
author of the text using artificial intelligence methods (authorship attribution and profiling) as well
as to provide theoretical foundations and a comprehensive stylometric methodology (i.e. based on
the analysis of quantifiable linguistic features using statistical methods and machine learning
algorithms) to identify the author of the text, based on the principles of explanation, objectivity,
evidence, and open science. Within the framework of subject and activity identification
idiolectology - is a developing scientific direction that focuses specifically on the systematic study
of the phenomenon of idiolect in the identification of computer aspects using modern achievements
of computational and corpus linguistics, and data science. The authors of the article claim that the
task of computational and corpus linguistics is to provide the researcher with all the necessary
material, to prepare the data for counting, and to offer a wide range of computational procedures
that can be used to test hypotheses, together to confirm or refute ever subtler and profound
philological observations.

Philological problems, in solution of which language information is used, usually have, a
clear application, orientation, the language, and style of the text in such a situation are not the goal
of the study, but a means of solving extra-linguistic problems. The solution of a specific
philological problem (e.g., the problem of disputed authorship) is usually not limited to the rigid
framework of a particular research methodology but is carried out using methods and facts in
various fields of knowledge and practical activities.

Keywords: computational linguistics, stylometry, text structuring, computer aspects,
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DOu10J0THAIBIK 3ePTTEY: CTHIOMETPUSIHBI AaBTOMATTAHABIPY/IbIH
KOMIIBIOTEPJIIK acneKTijaepi

AngaTrna. MakanaHblH MakcaTthl — (QWJIONOTHSUIBIK —3€pTTeyJeple  CTHIOMETPUSHBI
aBTOMATTaHABIPY/Abl KapacTblpy. byl MakalaHblH ©3€KTUIIl >KacaHIbl HMHTEJJIEKT OIICTepiH
(aBTOPIBIK aTpUOYIHS JKOHE MPOQHIIBACY) KOJIIaHa OTBIPHII, MOTIH aBTOPBIH aHBIKTAY YLIIH COHFBI
KbULIApbl OeJICeHAl JaMblll KeJe JKaTKaH IIOHApallblK CcajlajlaFbl KeNTEreH 3epTTeysepliH
HOTHOKEINIEpiH OaKbUlay JKOHE CHIHM TYPFBIJAH Taljay KaKCTTUIITIMEH, COHJAN-aK TCOPHSIIBIK
Heri37iep MeH KYpJelli CTUIOMETPUSIIBIK 9/1ICTEMEH]1 YChIHYMEH OailaHbICThI (IFHH, CTATUCTHKAIIBIK
o/icTep MEH MAIIMHANBIK OKBITY aJTOPUTMACPIH KOJIJaHAa OTBIPHIN, CAHIBIK JIMHTBHCTHUKAIBIK
epeKILeNIKTepAl Tanaay HeriziHae) TYCIHIIpy, OOBEKTHUBTUIIK, MOJIETACY KOHE allbIK FHUIBIM
MPUHIUITEPIHE HETI3/IeTeH MOTIH aBTOPBIH aHBIKTAY.

[Tonpik >xoHE OENCEeHAUTIKTI COMKeCTeHAIpY HIeHOepiHAe UIUOIEKTONOTUS - KOMIBIOTEPIIK
KOHE KOPITYCTHIK JIMHIBHCTUKAHBIH, COHAAW-aK JepEKTep FHUIBIMBIHBIH 3aMaHAyH KETiCTIKTEpiH
naiiianana OThIPBIN, KOMIBIOTEPIIK aCHEKTUIEP/l aHBIKTAY Ke31He HIMOJEKT KYObUIBICHIH XXyHemi
TYpAE 3epTTeyre OarbITTAaJFaH JXOHE JaMBINl Kelle KAaTKaH FhUIBIMU OarbiT. Makama aBTOpJaphl
KOMIIBIOTEPIIIK JKOHE KOPIYCTBHIK JIMHIBUCTUKAHBIH MIHAETI 3epTTeylire OapiblK KaXeTTi
MaTepualIapAbl YCHIHY, CaHay YIIH JEepeKTepAl MAalblHIAy >KOHE TepeH (HIIOIOTHSIIBIK
OakpuIaynap/bpl pacTay HeMece jKOKKA HIbIFapy YIIiH OIpiKTIpUIreH TUIoTe3anapiabl TeKcepy YLIiH
naiiaanbuTybl MyMKiH €CenTey MpoleaypalapblHbIH KeH ayKbIMBIH YCBIHY JICTI CAaHANIbI.

Tingixk akmapaTTsl HIENIy[e KOJAAHBUIATHIH (HIIONOTHSIIBIK €cenTep, OAeTTe, MyHaal
JKar/aila MOTIHHIH HaKThl KOJJAHBUIYBI, OaFbITHI, Tl MEH CTWJI 3€pTTEYAIH MakcaThl eMec,
HKCTPATMHIBUCTUKAJIBIK €CENTEep/l MIEMyaiH Kypajisl 0oibin Tadbbutagsl. CoHpaii-ak, 6enriiai Oip
(UIIOJIOTUANIBIK MOCeIeH] IIenry (MbIcajbl, 1aysbl aBTOPJIBIK MAcelie), SAeTTe, Oenriil Oip 3epTrey
O/liCHAMAacChIHbIH KaTaH I[IeHOepiMeH IIeKTeJIMed, opTypial OuliIM MEH MpaKTHKaJIbIK KbI3MET
caylajapbIH/Iarbl 9licTep MeH (pakTiLIepAl KOJAaHy apKbLIbl )KY3€Te achlpbLiaibl.

Kiar ce3gep: KOMIBIOTEpNIK JUHTBUCTHKA, CTWJIOMETPHs, MOTIHIAI KYpbUIbIMAAY,
KOMITBIOTEPITIK aCMEeKTiIep, CTHIOMETPHUSHBI aBTOMATTaHIBIPY, YKaCaH/Abl HHTEIUICKT, aBTOPJIBIK
aTpuOyLHus.
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duyioaornyeckKne UCcJae 0BaHUS: KOMIIBIOTEPHbIC ACIIEKTHI aABTOMATH3AlIlMA CTUJIOMETPUH

AHHoOTauus. llenpro cTatbu sBIAETCA PAcCMOTPEHHE aBTOMAaTH3alMM CTUJIOMETPUM B
(bUIIOIOTHYECKUX HCCIEIOBAHUAX. AKTYalIbHOCTh JAHHOW CTaThbU 0OyCIOBIIEHA HEOOXOJUMOCTHIO
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IIPOCJIECANTh U KPUTUYECKH IPOAHAIM3UPOBATh PE3YyJIbTaTbl MHOTOYMCIICHHBIX HCCICIOBAaHUN B
MEXIUCUUIUIMHAPDHOM 00sIacTH, KOTOpas aKTUBHO pa3BUBAE€TCid B IOCIEAHME TOAbI JJIs
UACHTU(UKAIIMM aBTOpa TEKCTa C HCIOJIb30BAHUEM METOJOB HCKYCCTBEHHOTO WHTEIUIEKTa
(arpubyuust aBTOpCTBA U NPO(UIMPOBAHUE), & TAKKE MPEIOCTABUTh TEOPETUYECKHE OCHOBBI U
KOMIUIEKCHYIO CTHJIOMETPUUYECKYI0 METOAOJIOrHI0. (T.€. Ha OCHOBE aHajlu3a IOJJArOIIMXCS
KOJINYECTBEHHON OLIEHKE JIMHTBUCTHYECKUX OCOOEHHOCTEH C HCIOJIb30BAHUEM CTATHCTUYECKHUX
METOOB U aJITOPUTMOB MALIMHHOTO OOyUYeHHMs) U1 UASHTH(HUKALIMK aBTOpa TEKCTa, OCHOBBIBAsICh
Ha NPUHLIKINIAX O0BSICHEHUS, 00bEKTUBHOCTH, JOKA3aTEIIbHOCTU U OTKPBITOI HayKH.

B pamkax mnpeaMeTHOW U JAEATEIBHOCTHOW WACHTU(MUKAIMHM HWIHOJIEKTOJIOTUS - 3TO
pa3BUBAlOIIEECs HAy4yHOE HalpaBJIEHUE, KOTOPOE KOHKPETHO (OKyCUpyeTcs Ha CHUCTEMHOM
u3ydyeHnn (EeHOMEeHa WAMOJIEKTa TMPH  WACHTHU(HUKAIMA  KOMITBIOTEPHBIX  aCHEKTOB  C
UCIIOJIb30BAHUEM COBPEMEHHBIX JOCTH)KEHUN KOMITBIOTEPHOW M KOPILYCHOW JIMHI'BUCTHKH, & TAaKKe
HayKM O JaHHBIX. ABTOpBl CTaTbU YTBEP)KAAIOT, YTO 3aJa4a KOMIIBIOTEPHOHM U KOPIYCHOMN
JIMHTBUCTUKH COCTOMUT B TOM, YTOOBI IIPEJOCTAaBUTh MCCIIEI0BATENIO BECh HEOOXOUMBIM MaTepual,
[IOATOTOBUTH JAaHHbBIE JUIS MOJCUYETA U NMPEAJIOKUTH IUPOKUNA CIIEKTP BBIYMCIUTENBHBIX MPOLIENYP,
KOTOpPbIE MOTYT OBITh UCIIOJIb30BaHbI Ul MPOBEPKU TMIIOTE3, BMECTE B3AThIX, YTOOBI MOATBEPAUTD
WJIH OTIPOBEPTHYTH BCe 00JIee TOHKHE U TITyOOKHE (PUIIOIOTHYECKUE HAOIIOICHHS.

Dunoaoruueckue 3agadd, MpU PELIeHUH KOTOPBIX HCHOJIb3YyeTCs s3bIKOBas MHGopMalus,
OOBIYHO MMEIOT YETKOE NPUMEHEHHE, OPHEHTAIHMIO, S3bIK M CTHJIb TEKCTa B TaKOW CHUTYaIHH
ABJIAIOTCS HE LEJIbI0 MCCIENOBAaHUSA, a CPEACTBOM PpEUICHMSI SKCTPAJIMHIBUCTHUYECKUX 3alad.
Pemenve koHKpeTHOM (QUIOIOTHYECKOM TMpoOJaeMbl (Hampumep, MpoOJIEMbl OCIAPHUBAEMOTO
aBTOPCTBA) OOBIYHO HE OrPAaHMYMBACTCS JKECTKMMM paMKaMM KOHKPETHOH HcCCiIe0BaTeNbCKON
METOJIOJIOTHUH, @ OCYILECTBISETCS C UCIOJIb30BAaHUEM METO/0B U (PaKTOB M3 pa3iIMyYHbIX oOjacTen
3HAHUU U PAKTUYECKOU NEATEIBHOCTH.

KuiroueBblie cj10Ba: KOMIBIOTEPHAS IMHIBUCTHKA, CTUIIOMETPHUS, CTPYKTYPUPOBAHUE TEKCTA,
KOMIIBIOTEPHBIE ACHEKThl, aBTOMATH3alMsl CTUJIOMETPUH, MCKYCTBEHHBI MHTEIUIEKT, aTpuOyLus
aBTOPCTBA.

Introduction

The third scientific revolution that we are living through is radically altering social reality.
The invention of the steam engine was linked to the first, and the usage of electricity to the second.
And lastly, the digital stage of the third revolution starts at the start of the 1970s [1, p. 12].

Philological analysis always requires a holistic integrated approach. This includes an analysis
within the text, an analysis of the conditions of the creation of a text, and an examination of the
relationship of that text to other texts. Philologists’ conclusions are often subjectively based as they
are on common sense, conjecture, intuition, and worldly wisdom and rarely lay claim to
unconditional scientific rigor and finality of conclusion.

When it comes to the notion of the text, V.l. Bortnikov assumes that “Text is the highest unit
in the system of language. However, if we consider the difference between language and speech, we
should understand any text as a speech unit. The problem here, which still has no distinct answer, is
whether there is a corresponding language unit or not” [2, p. 6].

Moreover, there is an article related to stylometric characteristics of short texts done by
E.V. Popov and N.C. Lagutina. Three layers of stylometric metrics for posts from the social
network Twitter are examined in that paper. The authors explained the aspects of their computation
when creating a vector representing the numerical attributes of texts. Experiments were carried out
to determine authorship and classify corpora of short texts by subject area based on the comparison
of vectors. The outcomes of the experiment demonstrated that different levels of features have
distinct contributions to the categorization quality [3].
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In stylometry, as in traditional philology, the text remains a first empirical fact, but
stylometric interest focuses primarily on the quantitative organization of the text, and the
researcher's position is characterized by objectivity and methodological rigor [4]. In a computer
environment, these cognitive principles are implemented with extreme rigor and acquire the
character of a categorical imperative. The vision of the text here becomes “material”, procedural,
and technological; the researcher communicates with the text through the computer programs, as
with a directly “tangible” material entity constructed according to certain linguo-polygraphic laws.
According to K.K. Sarekenova, A.M. Melis, and S.R. Toibekova, the term ‘“Computational
Linguistics”, mainly refers to language services computer programs, and language data used in
modeling processing, gathering the necessary computer technology, and other language research
related to computer-intervention [5, pp. 167-168].

The complexity of the traditional philological approach is lost in computer stylometry and the
infinite richness of associations that arises in communicating with the text and its environment is
lost. At the same time, almost unlimited possibilities are gained for uniform and rapid processing of
large amounts of data from printed texts. The effectiveness of computer work with texts is
especially great when complex methods of multidimensional text analysis are used: distributive-
statistical method, algorithms of linguistic decoding methods of quantitative typology and
taxonomy of texts, algorithms of statistical diagnostics.

Regarding “corpus linguistics”, some works by domestic researchers come to mind.
J. Jubataeva, in particular, says that “corpus linguistics is one of the new directions in teaching a
foreign language. In the last decade, the field of corpus linguistics began to enter scientific
knowledge to a significant extent. Especially in linguistic studies, it was found that corpora are very
valuable material from the point of view of practical use, i.e., when preparing various grammars
with dictionaries” [6]. According to Z.A. Makhanova et al, “A corpus is a set of texts selected and
processed according to certain rules, used as a basis for language study. They are used for statistical
analysis and testing of statistical hypotheses, confirmation of linguistic rules in this language” [7,
p. 36].

According to J. Langlois, “Stylometry is based on the principle that each author or
organization develops its linguistic style and expression. Therefore, documents from an individual
and an organization can be analyzed to identify the most probable authorship” [8, p. 51].

Research methods and materials

There are two main approaches to this problem: stylistic, and idiographic, i.e. based on the
analysis of individual features of the text, subjectively selected by the researcher for each
identification situation. Another approach consists of the application of data science methods and
stylometry: quantitative and nomothetic, i.e. based on the analysis of a variety of stylistic features of
the text using statistical methods or machine learning algorithms. As the English scholar D. Wright
aptly notes, the aforementioned approaches develop in parallel at best and compete with each other
at worst [9].

The absolute advantage of the stylometric approach is a higher degree of objectivity of the
results obtained with its help compared to the stylistic approach. Due to the emergence of new
powerful machine learning algorithms, including Deep Learning, the focus of work on stylometric
identification of the author of a text, mostly performed by computer scientists, is on improving the
quality metrics of the identification models, but not on their interpretability.

Results and discussion

The level of development of problem analysis of scientific literature shows that the number of
works in the field of stylometry, i.e. identification of the author of a text based on linguistic
analysis, is rapidly increasing, with the most active development in recent years. Despite the great
research interest, this problem is far from being solved, which is due, on the one hand, to the
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insufficient level of development of the theoretical foundations of linguistic identification of the
author of a text. This is due, on the one hand, to the insufficient level of development of the
theoretical foundations of the linguistic identification of the author of a text, in particular, to the
lack of comprehensive theoretical research in the field of the study of the phenomenon of individual
speech and individual speech activity and its essential features, and, on the other hand, to the lack of
a comprehensive approach to the problem of the linguistic identification of the author of a text that
combines objectivity, evidence, and explanation as leading methodological principles.

In the field of computational stylometry, the following main research areas are distinguished.

1. Theoretical research: a study of quantitative patterns in symbolic sequences, the study of
the conditions of the law of large numbers in the text, search for robust linguistic statistical
methods, stable statistics, etc.

2. Primary processing of linguistic data: Construction of distributional series, calculation of
statistics, statistical analysis, testing of statistical hypotheses, and construction of theoretical models
based on experimental data.

3. Systematic and taxonomic objectives:

A. Processing of multidimensional data using standard algorithmic procedures: Factor,
discriminant, cluster, and other methods of multidimensional analysis.

B. Processing of linguistic data using special linguistic methods: decoding algorithms,
distributive statistical methods, methods of dating, attribution, diagnostics, and typology of texts.

4. Lexicographic processing of text data: Creation of frequency and alphabet-frequency
dictionaries, concordance dictionaries, word indicators, morpheme dictionaries, rhymes, scribal
dictionaries, minimal dictionaries, keyword dictionaries, association dictionaries, idiolect
dictionaries, etc.

5. Information retrieval tasks:

A. Automatic text search.

B. Search for text units with certain qualitative and quantitative features to solve stylistic and
grammatical problems.

6. Linguodidactic tasks:

A. Supporting the teaching of Russian through dictionaries including the development of
minimum dictionaries, bilingual dictionaries, reverse dictionaries, etc.

B. Developing systems of programmed learning using information on genre differentiation of
texts.

Stylometry is a scientific discipline that measures the stylistic features of texts to organize,
diagnose, identify, parameterize, taxonomize, assign, and periodize them. Stylistic features of prose
texts change over time for literature in different languages, so they can serve as indicators of the
epoch of the creation of works.

Researchers working in the field of theory and practice of forensic authorial expertise point
out the need to increase the objectivity of methods for linguistic identification of the author of a text
[10], [11]. At the same time, the ability to interpret modeling results and apply identification models
to the analysis of "small data" is extremely important for this field. However, the low general
mastery of data analysis methods among linguists leads to the fact that several papers explaining the
combination of qualitative and quantitative approaches in solving forensic authorship problems
either do not use precise methods at all or use them incorrectly. The most consistent principles of
"evidence-based linguistics" are embodied by philologists who use a stylometric approach to solve
certain tasks - to identify the author of a given text. In the works [12], [13], [14], [15], [16] the time
of creation of a literary work is considered. In the works of these authors, precise methods are used
to solve specific philological problems, with special attention paid to the possibility of basic
interpretation of the modeling results. As a rule, however, the range of texts studied is limited to
works of fiction of considerable size.
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It should also be noted that in most scientific works the tasks of individual and group
identification of the author of the text are considered separately. It is obvious that these tasks are
different applied aspects of a basic scientific problem - the problem of studying the speech activity
of the individual embodied in the texts. This is a complex, hierarchical-dynamic system that reflects
the features of a person, both as a unique individual and as a representative of a particular group.

All complex algorithmic procedures of automatic text processing are variants of diagnostic
work related to ordering and systematizing texts, parts of texts, and units of texts. An important
stage of this work is the assignment of text units and their division. The orientation to computer
processing dictates the necessity to deal with the volumetric-compositional arrangement of the
linguistic material in the text, which is explicitly expressed in the rules and norms of graphic
representation and spatial arrangement of units and parts of the text. The linguo-poligraphic
structure of the text reflects not only purely external features but also stylistic features of the text.

In the future, the computer-aided explication of the linguo-poligraphic organization of the text
will be referred to as structuring, thus emphasizing the computer-aided, formal aspect of the process
of text division. Structuring is based on three principles: formality, homogeneity, and linguistic-
stylistic reliability.

The principle of formality means that the process of dividing the text is based on elements of
graphic design of the text, taking into account the rules of Russian punctuation and spatial
arrangement of the material on the pages of printed publications. The use of dictionary information
is allowed only as an auxiliary tool, for example, when analyzing standard abbreviations, analyzing
combinations equivalent to a word, and resolving the homonymy "hyphen — hyphenation".

The principle of homogeneity of division assumes automatic attribution of text units to one of
the structural and functional types of speech within a particular genre. For example, within the
limits of fiction, subsets of units belonging to different types of written speech are automatically
allocated and grouped, followed by splitting the subset of units of someone else's speech into three
homogeneous aggregates: direct speech, mixed speech, and nested direct speech. The principle of
homogeneity of articulation in its content is close to the contact-variable articulation of the text but
differs from it by the typology of articulation since it is based on the general punctuation and
graphic features of the design of someone else's and the author’s speech in printed texts. In the genre
of fiction, this principle applies to such units as word usage, sentences, and paragraphs; it is aimed
at ensuring the reliability of linguo-statistical and stylometric studies.

The principle of linguistic-stylistic reliability implies the rejection of a guaranteed result as
the result of the work of an error-free algorithm for dividing the text. If necessary, structuring errors
are eliminated by a philologist-researcher in dialogue with a computer system. The linguistic and
stylistic reliability of the division itself depends on the functional, stylistic, and genre affiliation of a
particular text, as well as on the individual author's manner of writing.

The practical expediency of structuring the text is well traced by the example of creating a
machine fund of lexical units. The currently applied rule of defining the context as a certain number
of characters to the right and left of a keyword cannot be considered flawless and is used only
because the text stored in the computer's memory for receiving quotation cards is not structured. In
the presence of a structurally fragmented text, the concept of "context” has an informal meaning
even in formal systems, and the context itself, at the request of the researcher, can be constructed
from an arbitrary number of units of various levels: word usage, phrases, sentences, paragraphs.

The formal punctuation structuring method is based on a detailed analysis of the rules of
Russian punctuation and the transformation of these rules into a formal logical scheme of the
recognizing automaton - the algorithmic core of the DISSKOTE dialogue system.

The minimum requirement for the text entered into the computer is the isolation of capital
letters, the use of which is one of the main, fundamental points in Russian spelling. In modern
Russian, uppercase letters are used to highlight:
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a) a new segment of the text — and this shows their important role as a signalized of text
division;

b) various types of lexical units - in these cases, uppercase letters perform their semantic
function.

The development of a formal punctuation method for structuring fiction has encountered
several significant contradictions between the fuzziness of the punctuation system, on the one hand,
and the rigor of the formalized recording of the algorithm, on the other. The vagueness of the use of
punctuation marks, and the lack of mandatory regulation, and all these hindered the development of
works on the formal structuring of texts. Especially since artistic texts that were published at
different times, carry not only punctuation features characteristic of their era, author's preferences,
and freedom in the use of certain signs, but also editorial editing of subsequent editions.

As an example, let us consider the question of using a dash as an additional sign after
delimiting punctuation marks. Modern punctuation rules do not provide for the use of a dash at the
beginning of a sentence — after the delimiting mark at the end of the previous sentence except for
their use in dialogical speech; moreover, this variant was not previously commonly used.
Nevertheless, in the works of writers of the XIX century, we find: Above each roof is a high
birdhouse pole; above each porch is a carved iron steeple. — Uneven window panes cast rainbow
colors (1.S. Turgenev. Village)

The reasons for such an author's use of dashes lie, of course, in the desire to express the
border of the meaning of the utterance more clearly, to outline their stylistic coloring, a new theme,
a change of facts, or a change of feelings, etc. Such cases, unlike, say, the use of dashes after the
same delimiting signs in dialogical speech, should be attributed to features of individual writing
style: — A bottle of beer! — So it's not possible? Curious (A.M. Gorky. The life of an unnecessary
person).

These cases not only feed our reflections on stylistic author-individual preferences and genre-
historical features but also require — taking into account the problem of text division — their
systematization and formalization.

The selection of a sentence — the main unit of the text during structuring — is based on the
analysis of the right and left environment of punctuation marks, potentially acting as delimiters of
sentences: dots, question and exclamation marks, and ellipses. The analysis of the environment of
such signs is required because in literary texts the signs “.”, “!”, “?” in addition to its traditional
place at the end of a sentence, it is often found in the middle of a sentence, whereas for other types
of texts, this is practically excluded.

The formal punctuation approach also dictates the need to introduce an operational definition
of the sentence. A sentence is a sequence of symbolic chains and punctuation marks between them
from one end sign to another. Here, the “symbolic chain” is a textual graphic representation of word
usage, and the “end sign” is a composite punctuation—a spatial segment of the text that allows
formally recognizing the situation “end of the sentence” in the line.

For example, the text segment <dot + dash + capital letter> is the “final sign” in the above
fragment from the story of I.S. Turgenev's “Village”. The general scheme of deciding on the
selection of the next sentence from the text looks — in the most general form — as follows: a) a
symbol belonging to a set of potential delimiters of sentences is recognized; b) the analysis of the
right or left environment of the selected symbol is performed; c) the sentence is highlighted only if
the search ends at the terminal vertex "end sign"; otherwise, the procedure is repeated for the next
delimiting punctuation mark.

The development of a machine algorithm for selecting sentences required a thorough analysis
and systematization of the known rules of punctuation of sentences. The purpose of this study was
to compile a list of all possible and occurring situations in real literary texts in which the symbols of

(132 C"” 66‘7”
LI ‘

the end of sentences (signs “.”, ) mean the end of the sentence, as well as those situations in
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which this is not the case. As a result, three variants of situations have been identified that certainly
fix the end of the sentence: A) ZAG-situation: a sign before the title or subtitle; B) PI -situation: a
sign before the beginning of a new paragraph; C) FIN-situation: a sign inside a paragraph
surrounded by other signs or symbols that form a decisive situation together with it.

The choice is obvious: the title cannot tear the sentence into parts; therefore, the ability to
formally identify the headings in the text will allow you to accurately fix the end of the sentences
preceding them.

Variant B is also quite transparent but requires some detail. The sentences consisting of direct
speech and the author's introductory words preceding it are often placed on different lines of the
printed text. In such cases, the author's introductory words end with a colon, and direct speech is
made out with a paragraph indentation (PI), followed by a dash. For example: She suddenly felt
insulted and said coldly: "We need to break up for a while, otherwise we can get bored
(A.P. Chekhov. Hopalong).

The presence of PI, thus, signals the end of the sentence only if the new line does not begin
with a dash. If Pl is followed by a dash, and the previous line ends with a colon, then PI is the
situation <colon+Pl+dash+PB>, where PB is a capital letter, is not decisive. If there is no colon at
the end of the line preceding PI, then the situation <Pl+dash+PB> is decisive.

Less often in fiction and prose texts, there is such a variant when quotation marks are used
after PI, and even less often - both dashes and quotation marks; therefore, in the end, Pl-a more
general situation turns out to be decisive, namely: <— (colon)+PI>, where “~ is the sign of logical
negation.

Variants B is the most difficult, since the identification of the FIN situation is carried out
inside the paragraph and, therefore, can be based only on the analysis of the relative position of
signs and symbols around the potential center of the decisive situation. These centers, as we have
already noted, are formed by signs “.”, “?”, “!”. Let's denote the set of such punctuation marks by Z,
then: Z={z1, z2, z3} and z1 =“.”, 22 =77, z3 =",

Any FIN situation is considered as a sequence of three simpler situations F, I, and N, i.e.
FIN=(F+ I+N). Let's look at these situations in more detail.

1. The F-situation (the end of the sentence) is fixed in the presence of one of the elements of
the set F=Z+T, where T= {empty, quotes, closing parenthesis}. Otherwise: F= {Z, Z", Z)}, which
corresponds to any set of characters essential for the formal identification of the “end of the
sentence’ situation in the text.

2. The I-situation is determined by the characters that are used to fill in the interval between
two sentences located inside the same paragraph: 1= {il, i2} and il=space, i2=dash.

3. The N-situation is fixed in the presence of one of the elements of the set N=P+E, where P=
{empty, quotes, opening parenthesis}, and E is the set of all uppercase letters. Otherwise: N= {E,
"E, (E}, which corresponds to the character set used to graphically represent the beginning of any
sentence in the middle of a paragraph.

Here are two examples explaining the introduced formalisms. He used to come to our village;
I happen to be his nephew. — What, brother, Vasya, — he will say, — come, brother, spend the night
with me!" (1.S. Turgenev. Three meetings).

Here the FIN situation is formed as follows: F=“dot”, I=i2-“dash”, P="quotes”, E="H".
Hence, FIN=<dot=dash+quotes+H>.

Yes, to everything in addition, except for the shame, to bring the hated wife into the house!
(Because you hate me, | know that!) (F.M. Dostoevsky. Idiot).

In this example, FIN=<! + space + (+N>.

Table 1 formalizes the rules for searching for the “end of sentence” situation, where situations
F, I, and N are located vertically, and their possible meanings are located horizontally.
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Table 1 — Rules for identifying the “end of sentence” situation in the middle of a
paragraph

F-situation Z Z» Z)

<end of the sentence>

I-situation space +++ +++ ++-
<interval> dash ++ ++ + -
S-situation E «E (E E «E (E E «E (E)
<beginning of the sentence>

Table 1 the records 18 possible meanings of FIN- situations. The “+” sign marks such
sequences of characters that, actually occurring in literary texts, allow us to confidently recognize
the “end of sentence” situation inside any paragraph of the text. Here, the “—” sign marks those
situations that practically do not occur in real texts; they, however, also refer to decisive FIN
situations.

The potential possibilities of graphic means of the end—beginning of a sentence are, as we see,
combinatorially redundant: only 70% of these possibilities are used in the graphics of the Russian
language. More generally, it should be said that the punctuation combinatorial redundancy of the
graphic means of the Russian language, revealed during the development of computer structuring
rules, is another example of the redundancy of the expressive means of the language as a whole.

Let us summarize some results. Considering the variants for fixing the “end of the sentence”
situation in the text and having at our disposal only visual means of writing, i.e. letters of the
alphabet and punctuation marks, we identified three possible cases: the "end of sentence" situation
is fixed before the heading (ZAG-situation), before the beginning of the paragraph (PI-situation)
and inside the paragraph (FIN-situation). Each of these cases can be formalized: it is only necessary
to provide a search simultaneously in two adjacent lines of the analyzed text, first in an external
cycle, and then — if a potential center of the decisive situation is identified — and an internal search.

Table 1 records 18 possible meanings of FIN situations. The “+” sign marks such sequences
of characters that, actually occurring in literary texts, allow us to confidently recognize the “end of
sentence” situation inside any paragraph of the text. The “~” sign marks those situations that
practically do not occur in real texts; they, also refer to decisive FIN situations.

The potential possibilities of graphic means of the end—beginning of a sentence are, as we see,
combinatorially redundant: only 70% of these possibilities are used in the graphics of the Russian
language. More generally, it should be said that the punctuation combinatorial redundancy of the
graphic means of the Russian language, revealed during the development of computer structuring
rules, is another example of the redundancy of the expressive means of the language as a whole.

Let us summarize some results. Considering the variants for fixing the “end of the sentence”
situation in the text and having at our disposal only visual means of writing, i.e. letters of the
alphabet and punctuation marks, we identified three possible cases: the “end of sentence” situation
is fixed before the heading (ZAG-situation), before the beginning of the paragraph (PI-situation)
and inside the paragraph (FIN-situation). Each of these cases can be formalized: it is only necessary
to provide a search simultaneously in two adjacent lines of the analyzed text, first in an external
cycle, and then — if a potential center of the decisive situation is identified — and an internal search.

The analysis of the punctuation system of the Russian language and the techniques of
individual punctuation, as the development of computer rules for the formal allocation of text units
based on reference, features allowed us to clarify the traditional idea of the sentence and give it a
new operational interpretation. Implementation of the formal punctuation method of text division in
the DISSKOTE dialogue computer system and analysis of the structuring of prose texts by
M.Y. Lermontov, A.P. Chekhov, M.A. Sholokhov, A.S. Serafimovich, and other writers confirmed

55



ISSN-p 2306-7365

SACAYH YHUBEPCHUTETIHIH XABAPIIIBICHI, Ne3 (133), 2024 ISSN-e 2664-0686

the correctness of the chosen approach to solving the problem of allocating text units and the high
linguistic reliability of the structuring method.

The homogeneity of the studied objects is a significant requirement of linguostatistical and
stylometric methods of text research. This principle becomes of central importance in the study of
fiction, since artistry presupposes, first of all, diversity, imagery, and breadth of use of figurative
and expressive linguistic means.

The originality of the style of a work of art is manifested each time in that particular “image
of the author” or “image of the narrator”, which is formed by the unity of specific lexical, syntactic,
intonational, and other means of language. It is the speech “image of the author” that determines the
entire tone of the narrative, and the peculiarity of the individual author's style of the work of art.

The combination of two principles of depicting reality — from the outside and the inside, from
the position of the author and the characters — is realized in writing by a complex interweaving and
spatial interaction of two types of written speech: the authors and someone else's. There is no doubt
that the author's speech is the basis of the speech's “image of the author”, therefore, if we consider
the problem of homogeneity of units of a literary text, not in general, but concerning any particular
feature, it is obvious - this is the opposition “the author's speech/someone else's speech”.

Lexical, syntactic, stylistic differences, and often sharp differences, between the author's and
someone else's speech lead, for example, to the fact that direct speech is difficult to analyze using
existing language models. At the same time, a comparison of direct speech in different works and
its comparison with a speech in live communication can give very informative results when
studying the influence of the individual author's manner of writing on the form of content.

So, the stylistic study of fiction should be preceded by the differentiation and stratification of
speech material into two categories — the author's speech and someone else's speech. Someone else's
speech includes direct speech and other types of non-author narration. Having at our disposal only
formal means — punctuation marks and symbols of the graphic system of the language, we
attempted to find such visual means that would allow us to distinguish text units automatically by
types of written speech. Our stratification algorithm is based on a strict description of the means of
registration of direct speech and its spatial arrangement on the pages of printed publications. The
main units of the text, in this case, are a paragraph and a sentence, as for word usage, they are part
of sentences and can participate in research as units of the lexical level of the author’s or non-
author’s narrative.

In the stratification algorithm, the main structural element of the text is considered to be a
paragraph: all sentences of a paragraph, isolated from the text one by one by the structuring
program, are analyzed for the presence of extraneous speech in them; the decision to assign one or
another paragraph to one of the types of written speech is made after the analysis of all sentences of
that paragraph is completed.

The construction of a text with foreign speech can be done in two ways:

1) Another person's speech is reproduced in the form of separate replicas of the participants in
the conversation; in the text, these replicas begin with a new line;

2) Another person's speech is included in the author's narrative paragraph; in these cases,
another person's speech is usually enclosed in quotation marks.

The construction of the layering algorithm for the first variant does not present any particular
difficulties: The situation at the beginning of the line and the absence of a colon at the end of the
preceding line are necessary and sufficient conditions for establishing the beginning of a paragraph
of direct speech. The same is true, of course, in the case of <Pl+quotes>.

The second variant uses quotation marks, and if these quotation marks did not serve as a
means of formalizing borrowings, the stratification algorithms would be trivial here as well.

Cf. Petushkov started up, and the soldier stretched out, wished him "good health" and handed
him a large envelope sealed with a government seal (I.S. Turgenev. Petushkov).
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This sentence, of course, should not be assigned to sentences with direct speech; therefore, we
must algorithmically distinguish such cases and assign them to the author's speech.

There is only one way to solve this problem: analyzing and formalizing the rules for the
graphic design of direct speech by quotation marks. Another, at first sight, more promising solution
— clarification and formalization of the peculiarities of the design of sentences with borrowings —
cannot be algorithmized. There is only one reason for this — the absence of restrictions on the use of
quotations and other borrowings in the text, which makes the task hopeless in searching for
characteristic punctuation features.

To describe the rules for recognizing direct speech in quotation marks, we will use the
formalisms introduced earlier and some new ones: By S we will denote some punctuation situation
in the middle of a sentence, by the sign V we denote some punctuation-sign situation in the middle
of a sentence, with the sign VV we will denote the logical operation "or", and with the special word
nil — the absence of quotation marks in N- or F-situations. Then the rules for fixing direct speech
framed with quotation marks can be reduced to four cases presented in Table 2.

Variant 1 implements the case when direct speech is torn into two parts by the author's words.
Thus, the S-situation should contain two dashes separated by some text:

“Maybe, I thought, that's why you loved me: joys are forgotten, but sorrows are never...'
(M.Y. Lermontov. The hero of our time).

!

Table 2 — Rules for detecting direct speech (when using quotation marks)

F-situation <I»>V<«Z> nil
<end of the sentence>
S -situation <«E> nil <«B>
<beginning of the sentence>
M- situation <. —> <«E> <y, —> <Z»,—>
<middle of the sentence>
Variant 1 2 3 4

Variant 2 implements the case when direct speech is at the end of a sentence and follows the
words of the author:

The headman first nimbly jumped off his horse, bowed to the master from the waist, and said:
“Hello, Father Arkady Pavlovich.” (1.S. Turgenev. Burmistr).

Variants 3 and 4 implement cases when direct speech is at the beginning of a sentence, and
the author's words follow it. Cf. variant 4:

“Hurry, hurry to the city for a doctor!” — shouted Vladimir (A.S. Pushkin. Dubrovsky).

The same rules for identifying direct speech are also applicable in more complex cases,
namely when direct speech consists of not one, but several sentences. While determining the type of
the paragraph, those sentences that are situated inside quotation marks are considered as a whole,
and punctuation marks “.”, “?”” and “!” are not taken into account. Cf. variants 1 and 3:

“Maybe we'll never see each other again, — he told me. — Before parting, | would like to
explain myself'to you”. (A.S. Pushkin. Shot).

“Spit on him, a woman. There would be a neck, but there would be a yoke”, one advised with
undisguised regret (M.A. Sholokhov. A Quiet Don).

The formal rules developed and presented above for identifying direct speech cover the three
most common variants of constructing sentences with the author's output words, namely when the
author's words:

1) precede direct speech;

2) follow direct speech;

3) are included in direct speech, dividing it into parts.

57



ISSN-p 2306-7365

SACAYH YHUBEPCHUTETIHIH XABAPIIIBICHI, Ne3 (133), 2024 ISSN-e 2664-0686

There is another, rarer variant when the author's introductory words include direct speech.
However, these variants are also formalized by some complications of the decisive rules:

To my question: “Is the old caretaker alive?” no one could give me a satisfactory answer
(A.S. Pushkin. Stationmaster).

And only when he whispered: “Mom! Mom!” — it seemed to be easier for him...
(A.P. Chekhov. Steppe).

These examples are quite enough to make sure of the following: the constructions we are
considering contain the author's introductory words, which are to the left of direct speech and are
separated from it by a colon. Therefore, the search procedure for sentences with the author's
introductory words (variants 5) looks like this:

(SI1=<: «E>) & ((S2=< «, >) V (S83=<Z»>)),

where the & sign indicates the logical operation “and”, and situation S1 must precede the
appearance of situation S2 or situation S3 in the text. Therefore, for the latter variants, the rule of
formalized detection of direct speech has the form (F=nil) & (N=nil) & (S1) & (S2 V S3).

We have thus formulated and formalized the rules that allow us to create algorithms for
stratifying prose texts by types of written language. Again, the main units of the text are a paragraph
and a sentence: each sentence refers to the variant of written speech to which the whole paragraph
belongs.

The main variants of written speech isolated by the stratification procedure are the author's
speech, direct speech, “mixed” speech, and "nested" direct speech. The last three are excerpts from
another author's speech:

a) direct speech is dialogic speech, without inclusions of the author's speech;

b) “mixed” speech includes direct speech within a paragraph of the author's speech;

c) “nested” direct speech includes direct speech within a paragraph of direct speech. Example
of “nested” speech:

“Don't get excited, though. | somehow entered into a conversation with her at the well by
chance; her third word was: “Who is this gentleman who has...” (M.Y. Lermontov. Princess Mary).

All three variants of someone else's speech characterize, special stylistic techniques that each
author owns to one or another level and uses in his works, techniques that should be studied both
particularly and in their entity, integrating into an individual author and genre-stylistic set of
methods, techniques, means of writing.

Table 3 — Stylistic features of texts

Features Number of paragraphs Number of sentences
Tekct 2 Tekcr 1/2

Author's speech .... 21/22 51/31

Someone else's speech 18/42 117/117

direct .... 9/34 39/92

mixed ....... 6/7 34/22

embedded ....... 3/1 44/3

Total:: 39/64 168/158

A small fragment of a comparative analysis of two stories (Table 3) demonstrates some
stylistic features of the author's manner of writing by A.S. Serafimovich (the story “Politkom” —
text 1) and S.P. Podyachev (the story “Understood” — text);

2) Structuring and layering texts are performed automatically by the DISSKOTE system.

The volume of these two stories is almost the same (7 pages of text each), while other
features can, without a doubt, serve as a starting point for deep stylistic research.
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Conclusion

The study of the interaction of different speech types within a single whole and the use of
various concepts, methods, and algorithms for this purpose constitutes one of text linguistics’
central and most urgent problems.

The objective of computational linguistics in this inexhaustible creative search is to equip the
researcher with all the necessary material to prepare counting data and offer a wide range of
computational procedures that can collectively test hypotheses, to confirm or refute increasingly
subtle and profound philological observations. This vision of goals and objectives underlies the
development and creation of the LINDA computer system — an expert philological framework,
multifunctional in its purpose and “friendly” to its users.

So, we have completed the discussion of methods and specific variants for the formation of
homogeneous counting units of the text. This seemingly auxiliary, preparatory stage should be
planned and carried out with special care and scientific justification, because no, even the subtlest,
linguistic-stylistic procedures guarantee the accuracy and reliability of the results when processing
incorrectly formed (set, selected) source counting units of the text. There is also no doubt that the
method of structuring and stratification of texts, developed for the formation of homogeneous sets
of texts of fiction, should, firstly, be improved taking into account the practical experience of its use
and, secondly, expand to extend it to other genre-stylistic variants of written speech, for example,
poetic texts and dramatic works. This will require the development of subtler algorithms, taking into
account the need to solve the “hyphen—hyphenation” problem, the analysis of standard
abbreviations, the author's remarks, and various genre-stylistic inclusions.

The authors' contribution consists in choosing a topic, conducting experimental work, and
interpreting the obtained results. In particular, the authors have developed criteria for stylometric
identification of the author of the text, using modern computer-specialized software; the main trends
in the development of the subject area “Stylometric identification of the author of the text” have
been identified; the methodological and theoretical-methodological problems of stylometric
identification of the author of the text are formulated and analyzed in detail.
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